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n accurate and efficient predictor-corrector mu~ltiple-iteration scheme is
adapted and used for the first time to solve the unsteady Navier-Stokes equations
Numerical solutions for Rey-nolds numbers up to 50.000 are obtained for the
transient spin-tip flow in a cylindrical container. 'Me grid point dis.tribution
is optimized tusing coordinate transformtions to simultaneously resolve details
of both the interior and cndwallfsldewall boundary layer flows formed during
%pin-up, Calculations for five test problems show consistency with
revious computations and/or experimental measurements. Transient Chenomena
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1Item 20 continued)

-IIPocc'urring at early time near the sidewall, including inertial oscillations and
counttr-rotating meridional flow, are reported and discussed, Computational
experivents have been used to quantify the mass flow in the e,.awall botindary
layers. and inve.ntigate the compatibility condition used in Wedemeyer's spin-up
model.,
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bt INTROIDUCTION

The objective of this work is to develop an accurate and efficient
numerical procedure for solving the unsteady Navier-Stokes equations to
describe transient spin-up flow occurring in a cylindrical container when
it is studdenly rotated about its longitudinal axis. Knowledge of this
internal flow is needed to design gun-launched projectiles which carry
smoke/incendiary agents or chemical payloads. Liquid payloads enhance
spin decay of projectiles'? and their presence can produce flight dynamic
instabilities as a result of resonance between the projectile nutatioral
motion and inertial oscillations in the rotating liquid3 . From a
computational viewpoint this problem is instructive because it is an
example of a class of internal flow problems for which computational
experiments can uncover details of the flow that cannot be easily
visualized or measured experimentally.

The results presented here demonstrate that a predictor-corrector
multiple-iteration (P(NI) technique developed by Rubin and Link for
solving steady three-dimensional boundary region problems can be success-
fully adapted to solve the unsteady Navier-Stkes equations. In the
prest.nt approach this method -ý-om-bined with ic Gauss-Seidel procedures
and grid stretching transformations to produce an accurate and efficient
numerical procedure for describing the spin-up process. Calculations
with the PCMI method have been performed for spin-up from rest and spin-
"up from on initial state of solid-body rotation; in both types of
problems inertial oscillations have developed in the rotating liquids.
Numerical results have been obtained for a range of cylinder aspect
ratios, a, from 0.3 to 4.4 and a range of Reynolds numbers from 215 to
500,00. Calculations performed for five test problems are consistent

Uwtdkie~r, ,Vký Lhlvte'adi FZ.~.i Within a '5pi~nning Qjlinder, "
.7. Fluid bk'Ae., Vol. 20, Pt. 3, 1964, pp. 383-399; alao see BRL Report
S1.%2, Aherdne Proving Ground, MD, AD 431846, Oct. 1963.

C. W. Kitchno, Jr., N. Getrbcr and R. Sedney, "Spin lDeoay of Liqyuid-
,. le.d Projectilea," J._ )spaeec'raft and Rocket#,, Vol. 15, No. 6, Not-IDec
1978, pp. 348-354.

3K. Stehj?.taon, "On the Stability of a Spinning Top Containing Liquid,"
.7. Flu•id Ye Vol. 6, Pt. 4, Sept., 1959, pp. 677-692.

'.6. C. Rubin and T. C. Lin, "A Numerioal Method for Three-Dimensional

k: Vioooue Flov: Application to the Hypersonio Leading Edge,"
TJ C Phka., Vol. 9, 1972, pp. 339-364.

5M. Salvadori and M. L. Baron, Nu ,,rito2L Methods in ftinerty
Prvontfev.-Halt, Inc., Englewood Cliffe,,..., 1961.
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with previous computations(,"/,6 and experimental measurements 6 ,9,

Numerical results have also been used to quantify the flow in the l-kman
(or endwall) boundary layers during spin-up and thus develop an
appropriate "compatibility condition" for use in Wedemeyer's model 1 for
spin-up from rest. Although the results are not discussed here, the
PCMI procedure has been used to obtain spin-up flow in the annulus
between finite-length, concentric cylinders. Neitzell° also used the
PCMI computer program to study the onset and temporal development of
fluid dynamic instabilities during spin down in a cylinder.

II. GOVERNING EQUATIONS AND BOUNDARV CONDITIONS

The calculations employ a finite-difference analog of the unsteady
axisyimetric Navier-Stokes equations formulated in cylindrical coordinates
(ro,:). The equations are expressed in terms of stream function, 1,
vorticitv, C, and circulation. y, instead of velocity and pressure in
order to simplify the numerical procedure. In dimensionless variables
the governing equations are

V2y - V /r - re, (m)

F. + 11r. wt. - u4/r - 2Y r W (I/Re)IV 2 / +r/r - •Ir 2 ], (2)

*t + Uyr + wyz W l/Re) WVC - Yrl/r; (3)

where the subscripts denote partial differentiation and

Re - an!/v, (4)

6A. W½?-n-Varnas, W. W. Fola S. Piacleek and S. M. Lee, "ftmerical
.' Z4Atone and Laver 1,0•1,1 7r, a A'urv.mentfv of SPin-Up," J. Fluid •Noh.,

1 -. 85, Pt, 4, 1978, pp. 009-639.

7W. R. Briley, "Time Dcpendont Rotatingj Flow in a Cylindical container,"
PhD PDsuertation, The• h1ni•te'rity of Tezae at Austin, 1968, University

W~r'ofilm, Inc., 69-6121.j
14W. R. Briley wzd H. A. Walle, "A Nwmricala Study of Time-Dependent

Rotating Flow in a CýZrinJicaZ Container at Low ami Moderate Reyrno•ts
Nbere,"Proc. Rnd Intl. Conf. on Num. Moth. Fld. Dyn., Lrctww Notes
in Physico, Vol. 8, •prin.ger-Vertag, 1970, pp. 377-384.

9W. B. Watkins and R. G. IHusey, "Spin-Up Frmis Rest in a Cy Ilinder,"
Phye. o FZl4ud, Vol. 80, No. 10, Pt. 1, 1977, pp. 1696-1604.
0*P. Neitsel, Jr., "CentrifugaZ Instability of Decelerating .Wirl

Fltw Lýithin Finite and Infinite Circular Cylinders," PhD Dissertation,
The John Hopkins University, Baltime, MD. 1979.
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ZY rv. ((i)

r,.u - w, (7)

z r

with the axisywmetric strearn function defined so that

u j/r and w a - Ir/r. (8)

The lkman number based on half-height is related to Re by

,k I \,/tc:) = l/"'RIe)

The stream function-vorticity-circulation formulation yields an elliptic
PlII , Equation i1), and two parabolic PlD1s. Equations (2) and (1), which
are coupled. *The boundary conditions impose additional coupling betweenS• ~~and, .

The Pondimensional variables used here are formed by

r - R/a, z # Z/a, t a OT,

u= U/(Q.a). v - V/( (a), w W/(na)], (9)

• •=,/O 1 a-) y' a V/(• a2 ),r. - /~a.

The initial conditions for spin-up are

0, ,r r1/+ for t < 0, (10)
I

where ;I is the initial cylinder rotation rate. Computational efficiency
and resolution are improved by employing a syaetry boundary conditior
at the cylinder mid-plane, : , a. This effectively halves the number
of grid points required. The boundary conditions for t > 0 are

•' Y(t, (), z) V "(t, O, Z) - ý(t, 0, Z) * 0, (Ila)

E! *(t, 1, 01 = , Y{t, 1, Z) - 1. 4(t. 1, Z) 'I r (t, 1. z), (Ilb)
• rr

V•t, r. 0) 0, y(t, r, 0) - r2, (t, r, 0) T (t, r, O)/r, (l1c)

T(t, r, a) 4 r(t, r, a) 0, y (t, r, a) - 0. (lim)

9



The bouhllary cond it ions i'or vort ic ity atoong the s idewa II and tltdw;al I I
liquat iolns ll%) aind (1Ic ;, are derived from Equat otios (7) and ( 8 hy
itposing the no-slip conditions for velocity. Pigure I illustratvs tihet
c'oordinate system and boundaries used in the numerit, I calculations
for spin-tip.

IOuring the spin-up process there are viscous regions near the side-
wall and endwalls which become very thin as Re becomes larger th., Woo0(
or so, necessitating a fine grid to resolve the boundary-layer type
pheiiomeina along these walls. Analytical coordinate transformations are
used to optimize the grid poýnt distribution and transform a nonuniform
grid in the physical plane into an equally-spaced grid in the comp•itt-
tional plane. rransforumt ions based on the work of Robertsi ,

In I(0 i r)/(b- r)l/ln I(b + l)/(h - 1), (12a)

n f I * In 11 1/ - l)/( /-- * 1)I/In +(c + l)/(c - I)l, (12b1b)

with ( I - d)" 2  n c - (I -0 e)12 are selected. These trans-
format, nns are particularly suited for problems where thin viscous
regions lie along one boundary in each of the coordinate directions,
Values of d and e t0 < d - 1, 0 - e c 1) are specified to group a large
fraction of the grid points (typically 1/2 or so) into the sidewall and
endwall viscous regions where large velocity gradients are present; as
d and e 0 the grid point spacing becomes finer near the sidewall and
endwall, respectively. Figure 2 shows a typical nonuniform grid point
distribution in the physical plane produced with these transformnations, see
Equation (12), using equally-spaced grid points in the computational
plane. The complete set of transformed equations and boundary conditions
are given in Appendix A.

Ill. NUMI[RICA. PROC(XEIRIj

Many methods have been used by previous investigators to solve the
stream function-vorticity form of he Navier-Stokes equations. Perhaps
the most popular technique i to combine the alternating-direction
implicit (ADI) method' 2 for the t and y-equations with either an ADI or

11G. 0. hlobcrto, "Ccmeztational Meohee for Bo nd -tauer Probyono,"
troc. ?0nd Intl. Conf. onNw'i. Math. Fld. Thjn., Leoture Notee in P;h 8icv,
Vol. 8, 3pringer Varlag, 1970, pp. 171-177.

1 2 D. W. Peac•vman and H. H. Raohford, Jr., "The Numerioal Solution of

Paraibolic, and Elliptic Differentiat Sqiwtior.," J. SIA Vol. 3, No.
pp.8
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Figure 1. Geometry for spin-up calculations.



CYLINDER MID-PLANE

01

Figure 2 Typiical grid point distribution in physicail
p)lane showni for coarse 11 x 21 grid with
a 2 and d e 0.05.
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successive over-relaxation (SOR) method1" for the I-equation. This
report describes an efficient alternative procedure for solving the to
and I-equations, namely, the semi-implicit P041 method. To the best of
the author's knowledge this is the first time this method has been used
to solve the Navier-Stokes equations. It represents a compromise in
approach between the implicit A)I scheme and explicit schemes used by

j other authors. In the present application the I-equation is solved by
thhod the SOR method was used for test calculations,
but it did not speed up the overall procedure.

In the P041 method the solution is advanced to a new time level in a
single time step at as opposed to the two half-time steps required in
one cycle of the ADI method. It is implicit in the radial direction;
the solution requires only the inversion of a tridiagonal matrix for each
row in the computational grid. The AD! procedure, on the other hand,
requires that a tridiagonal matrix be solved for each row in the first
half-time step, and then for each column in the second half-time step,
leading to a longer computation time per full time step.

A symmetry boundary condition, such as yz u 0 along the cylinder
mid-plane, is easy to implement in this method since all flow gradients
in the :-direction are approximated by prediction and subsequent

F correction in this time-iteration technique. This approach eliminates
the cross coupling of grid points, thus reducing the size of the inver-
sion matrices and decreasing the computer time required. The iteration
procedure allows the boundar. vorticity to converge and also allows the
nonlinear terms to be approximated and then corrected, giving a more
accurate simulation of the nonlinear coupling between equations.

Central difference formulae are used for all spatial derivatives at
interior points, avoiding false-diffusion effects introduced by upwind
difference schemes. Temporal derivatives are approximated by second-
order accurate one-sided difference formulae involving three time levels.

* The following finite-difference representations are used for the C-
equation:

•e (/2••) •til )*I. k " i~l J-l,k 'F! m.. 1•~ ~

(l2tt~ i~. 41 2t il cj-l.k *-~ (13b)

it:* - (l/,A .') V•i*l, j*l. k i-,l j.kl

* V

t (l/n~t) -C 4CC3• l~~~JAk j 4 oJk *i-l.J,k '(1c

it. Yotov, "-rurativ Mtode for Solvig Partia Diffjerenoe Squations4
of Elliptic Tyjpo, Trane. Amer. Pzth. Soo., Vol~. 76, 1954, pp. 02-111.

13



I0, I

( )r m~l -12 Jk l

1nn I/An 2 ) C.il,k~l +l , C - (Ise)

t" l.).k l k -1 Y lJ -.k ' (,Jf)

Yn (l/24n) Ti.j,k.l i~l, 3 ,k-j , (13g}

03R

'fn * (Y /2An)(,j 030

where superscript a denotes the time-iteration number. The expressions

for the v-equation are identical in form to Equations (13). The finite-
difference representations for the ?-equation are:

"(i)[aJ~lk " /i',J-l2k] T (14a)

•g I/• i~l,j~l.k •i*l, J,k + nl*,l.j-l,,,](4b

• (/A)[,il,j,k.l " 'i*i,j,k-I ' (14c)

n

(I/Anr)Yn -n'1 _n+1 1nil i l,lj,k~l Z i+ , J,k i+ V l, J,k.I-11d)1

where superscript n denotes the T-iteration number. Figure 3 shows a
finite-difference stencil for this scheme with all derivatives evaluated
at (i~l.j,k). The above finite-difference approximations are comact,
involving only one time level. This loads to programming simplifications
and shorter run times. The complete set of finite-difference equations
is given in Appendix B. These finite-difference expressions insure
truncation errors for interior points of O(6t2 , A02, Onx). The overall

14
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accuracy of ,ie method depends on the treatment of the boundary con-
ditions and this will be discussed later.

The numerical procedure is easy to implement. For the predictor
step. or first iteration of each time-iterative cycle, terms in the
difference equations with superscript 0 are approximated by a Taylor
series to O(At )

!: F0

Fa3 F - 3F *1*0(At-). (bi~l~~k 31i.j~k "Fi-1i~ +F-2j,jk O/t)'()

During the first two time steps extrapolations of O(At) and O(AtW) are
used, respectively. The use of Equation (15) reduces the number of

A iterations required to achieve accuracy and stability; these advantages
mast be weighed against possible storage problems caused by the addi-
tional planes of data needed for the extrapolation. The influence of
the extrapolation procedure on stability and iteration convergence has
been discussed by Rubin and Lin4.

0 0 0
After extrapolating guesses for 0 and at time (i+l) the

wall vorticity is determined using the TU-values and IFqoations (lib) and
1(ic). The manner in which this is carried out deserves special comment,

since it can often have a strong influence on iteration convergence.
In the present calculations we adopt a first-order form for the wall
vorticity boundary conditions, expressed in transformed coordinates as

* -+I " ) 2V, Oa6a(AB( )

em2(r,,• )- •- /(rtn 2) O(Ar); (lbb)

where subscript w.l represents the grid point adjacent to each respec-
tive wall point. This first-order fo;.m is used since it is known to have
the least adverse effect on iteration convergence and it often gives
results essentially identical to higher-order accurate expressions 1'1. -1

The numerical procedure used here appears to be fully compatible with
second-order accurate expressions for wall vorticity, based on the
results of test calculations for a a 1, Re a 1000. The boundary values
for ý along the midplane are determined from the one-sided difference
expression

14C. W. Kitcheno, Jr., "Separation and Reattaoewhnt Near Square.
Protuberances in Lou Reynoltde Nunber Couette Fw," BRL Report 1696,
Aberdeen Prov£ini Ground, MD, AD 773663, Jan. 1974.
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(' ) l 44 yM. 2 )/3 . O(Anr'); (17)

where M-1 and M-2 represent the first and second points, respectively,
adjacent to nal.

Witb all bougdary values now approximated, the difference equations
for y and r. are solved with the 10(41 method using the m-iterate
values to form the. coefficients of the nonlinear terms. The calculations
start along the row of points. M-1, adjacent to the midplane and work
downward toward the endwall. The derivatives in the a-direction are
treated implicitly, thus requiring the solution of a tridiagonal system
of equations along each successive row. The (m+l)-iterate values at
(i~l,j k~l) are used to approximate derivatives in the n-direction at
(i~l.j.k) as soon as they become available; see Equations (13d) and
k13e).

At the end of each iteration cycle for C and y, the difference form
li of the stream function equation is solved iteratively by the Gauss-Seidel• technique. The solution is obtained by starting at the interior grid

Spoint adjncent to 8-n-O and sweeping first in a and then n, making use
Of updated values. as soon as they become available; see Equations (14).• tConvergence is assumed when

May yn+ - (T8a)

This is typically achieved in 2-3 iterations with c1  lxlO". The
converged values for I are now used to update the boundary values for C
and repeat the iteration process for y and C. The iteration process is
assumed to converge when both

0+ m m

Ma x y Y < 2 (18b)

4':! Maxik I e 1ml €3 . (18c)

It typically reuires 2-3 iterations to satisfy Equations (18b. c) with

c c3 1x0' -; at very early time S-10 iterations are generally needed
due to the severe flow unsteadiness caused by the impulsive start and
the subsequent inaccuracy of the extrapolated guesses.

17
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IV. S"oA1IIITY I'PROPEl.RIS F1: NtOMLRI(:AII. '1X:LIAIJRF,

Rubl n and l.in" have analyzed the interior point stability of the
IC6MI method for a model linear equation. Their analysis shows that the
method is conditionally stable and that with one or more iterations the
mstability criterion is independent of Re. On the basis of their results
the aplpropriate stability criterion for our calculations is

At M Kin i, [An/lnzz/Re * 0r n+ T,/rI1. (19)

"The term in tile denominator containing Re results from the coordinate
transfekrmation for z; this term vanishes if an equally-spaced grid is
used in the z-direction. Equation (19) must be applied cautiously since
the governing equations are actually non-linear and the boundary condi-
tion treatment has not been included in the analysis.

Numerical tests were conducted to assess the effect of violating the
above stability criterion. These tests were conducted for a 1 with
Re 1 1000. 9742 and 50.000, using three combinations of grid sizes for
each Re and several different values of the transformation parameters
d and e, The results show that numerical stability is always achieved
when Equation (19) is satisfied. In some cases the PC(I calculations
remain stable with %t as large as 150% of the maximum allowable value.
In general, the calculations show that satisfying Equation (19) is
sufficient, but not necessary, for numerical stability. E-quation (19)
was satisfied at each time step in the illustrative examples to be
discussed next.

V. COMPARISON WITH PREVIOUS WORK

The present method has been used to treat the prnhlems of spin-up from
rest and spin-up from an initial state of solid-body rotation. We
compare our results with those of Warn-Varnas et al.(1 for the latter
problem. They used an ADI technique coupled with a scheme developed by
Williamzs 1' to solve the velocity-pressure form of the Navier-Stokes
equat ions. In their calculations they differenced the governing equations
dire'tly on a stretched grid instead of transforming to new coordinates
as is done here. Their computations were verified by measurements taken
with a laser doppler velocimeter (IMW) system.

Figure 4 shows a comparison of the present calculations with results
from Reference 6 (their Figure 13b). The comparisons are expressed in
terms of their quantity called "zonal velocity" (ordinate in Figure 4)

l 5C*.P. W.Ztivna, "N*wriozt Integration of the Thzre-imensionaZ Nat)ia,,-
";tok(-io Eqzat-jtior1 for Thoianp)reo'qible Ftow," J. Fuid Mech., Vot. ,37,
1969, p)p. ',4'7-?76 . .

18
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1.0

0.8

q, 0.6

i "-. . ,.o0.25 ,
z "0.3182

-,0.4 -0.3182
1 • Re, 7334

£"., 0.8182 a
0.2 -- PRESENT RESULT

* LDV MEASUREMENTI WARN-VARNAS etal
N-S CALCULATION J (1978)

0t 0 10 20 30 40
t|

Figure 4. Inertial oscillations during spin-up from
a previous state of rigid-body rotation.
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which is i scaled non-dimensional angular velocity. The results tire
shown at r w 0.25 on the cylinder symmetry plane for a case with u
0.3182, Re - 7334 and Wt a 0.81820. The inertial oscillations excited
by the sudden increase n cylinder rotation rate are clearly predicted
in both computations and are in fairly goo,! agreement with experimental
measurements. Both of these numerical results appear to he within the
experimental uncertainty associated with these data, according to the
error analysis presented in Reference 6. Comparisons for several other
positions in the cylinder (not shown here) gfve similar agreement for both
the decay of the zonal velocity and the amplitudes and phases of the
inertial oscillations. The computation time and number of grid points
used to obtain the numerical results in Reference 6 are not stated. The
P041 method required 51.Ss of CPU time on a CDC 7600 computer using a
stretched (d - 0.3, e - 0.1) 41 x 21 (r-z) grid with 600 time steps
(At - 0.063). Approximately 2-3 iterations were required per time step.

The problem of spin-up from rest has been emphasized in the present
work because of its application to liquid-filled projectiles. This
problem is. by its nature, nonlinear; the previous problem can be
linearized for small 01 - Oi. Figure S compares results for zonal velocity
for spin-up from rest with those for spin-up from a previous state of
rigid-body rotation. The comparison is made at r - 0.90 for two values
of z, illustrating the axial structure present in these oscillations.
For 0i a 0, results for both values of z indicate that the frequency of
the dominant inertial mode increases with time at the early times shown
in Figure 5; the amplitude of these oscillations damps rapidly and cannot
be detected for t > 40.

Comparisons have been made with computations of Sriley7 and Briley
and Walls" for spin-up from rest. They studied this problem for low Re
using the ADI technique to solve the stream function-vorticity form of
the Navier-Stokes equations. Figure 6 compares values of rotational
volume flow rate,

Q - {I/a) fl f2' v dzdr, (20)
0 0

for two cases. The quantity Q can be used to obtain a measure of the
spin-up time. Briley and Walls used a uniform grid that became re-
strictive at moderate Re due to the small thickness of the endwall
boundary layers; they obtained results for Re as large as 1167. Ou r
calculations appear to be in good agreement with all of their results
for spin-up. Neitzel's comparisons for spin-down10 , however, showed
only qualitative agreement with Briley and Walls' results for Re - 11b7.
The observed differences are thought to be due to grid size effects.

The present computations have also been compared with LDV measurements
taken by Watkins and Hussey 9 . Figure 7 presents comparisons of azimuthal
velocity along the cylinder aid-plane at four instants during spin-up for
a case with a - 1.SlS, Re * 3076. Figure 8 shows similar comparisons for

20
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, I, Re * 9741 ti. The size of the symbols used to plot the experi-
mCntal data in Figures 7 and 8 anoroximatelv renresents the size of the
error bars that should be attached to these data, The calculations in
Figure 8 hsed a 21 x 21 grid with d a e a 0.10 and required 2745 time
steps with At a 0.1) Co reach t a 274.5. Approximately 1-2 iterations
were required per time step to satisfy liquations (18). It is interesting
to note that the PCMI solution required only 69s of CPU time on the CDC.
7600, whereas the experimental spin-up process depicted in Figure 8
required 15Os.

The results shown in Figures 6, 7 and 8 are representative of the
"core" flow iii Wedemeyer's model of spin-up from rest and they can be
predicted fairly well using that model; the accuracy of the prediction[ increases as Re increases. however, Wedemeyer's model says very little
about the flow in the FIkman layers, in the corner region, and along the
:.idewall. These phenomena will be discussed next.

VI. TRANSIE.NT PIIENOMNA AT IARY T]'ME

The calculations were used to examine the details of the spin-up!iflow in The ondwall lUknan lavers and investigate transient reversed f ow,

Sregions ,3t deveop and then Jdecay along the sidewall during the first
few rotation-, after the impulsive start. The latter phenomena are
illustrated in Figures 9a-d. Instantaneous streamlines are shown for
the Watkins and Ilussey case with 1 ., Re a 9741.6, based on calculations
performed with a 41 x 41 grid with d = e a 0.1 and At - 0.05. The calcu-
lations predict the development of several weak reversed flow regions
in the meridional flow along the sidewall. A single reversed flow
region has formed near the corner by t & 6 (see wigure 9b); two such
regions have formed along the sidewall by t % 13 and there are four
present by t a 20 (see Figure 9c). These weak reversed flow regions
"collapse" in the next half-rotation or so (see Figure 9d for t - 24)
and do not redevelop for t - 2,4. Crid convergence studies for this case

T. show that the quantitative results in Figures 9 are sensitive to grid
size; nevertheless, the qualitative presence of the reversed flow regions
is predicted for calculations with 11 x 11, 21 x 21 and 41 x 41 grids.

The transient reversed flow regions do not develop in calculations
for a a 1, Re < 1000, possibly because of the large amount of viscous
dissipation, At higher Re there is less viscous dissipation present and
inertial effects become more pronounced. At very early time the inertial
oscillations are confined to a thin layer of rotating fluid along the
sidewall. Fluid particles near the endwall are accelerated radially
outward in a spiral motion as the Ekuan layer develops. These particles

overshoot their "equilibrium radial position" before they turn upwardfrom the edge of the Ekman layer near the corner. The reversed flow

regions that develop along the sidewall are apparently linked to the
inertial oscillations developed as swirling fluid particles travel up-
ward along the sidewall and begin to migrate radially inward. As Re

2'



Figure 9a. Instantaneous streamlines in meridional
plane for a~ a 1, Re a 9741.6. A* a0.0004.
t *3; *i" 0, *W 0.00322.
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Figure 9c. Streamlines for t * 20; *ra - 0.00003,
*max 0.00294.
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increases, the calculations predict that both the inertial oscillations
and reversed flow regions become more pronounced. Figure 10 shows
instantaneous streamlines for a - 1, Re * 50,000 and t a 15 obtained with
a 41 x 81 grid with d - e - 0.05 and At - 0.0125. At this Reynolds
ntmber, the local oscillations in the corner region are more severe than
at Re - 9741.6. The reversed flow regions present in Figure 10 dissipate
completely by t w 50. Grid convergence studies for this case indic-'e
that the finite-difference resolution for this transformed 41 x 81 ,_-.-id
is inadequate to resolve the fine scales of the antion present in tne
corner region at early time; this case had 315 grid points in the corner
region defined by 0.9 < r 4 1, 0 4 z 4 0.2. Similar calculations for

I, Re - 1 x 105 developed a numerical instability at t a 4.6; the
allowable value of at, given by Equation (19), approached zero due to
the extreme severity of the local oscillations in the corner. This may
indicate the development of a physical instability at this high Reynolds
number.

It is possible that the reversed flow regions observed in these
calculations are related to a physical phenomenon observed in Weidman's
spin-up experiments 1 6 for Re a 5.9 x log. He conducted experiments for
a * 1.93 using various wall acceleration rates and found that for wall
accelerations > 4 rad/s" a "turbulent column" formed along the sidewall
at early time and then it eventually disappeared,... "leaving an entirely
laminar approach to solid body rotation." Although the largest Reynolds
number used in our calculations is much lower than 5.9 x 101. one can
speculate that the local reversed flow regions present in the numerical
calculations at moderate Reynolds number are manifestations of the
observed transient "turbulent column" observed by Weidman. Additional
flow visualization experiments are required to investigute this further.

VII. EKMAN LAYER MASS FLOW AND COMPATIBILITY
CONDITION DURING SPIN-UP

An accurate description of the Ekman layer radial mass flow is needed
to establish an appropriate "compatibility condition" for use in the
Wedemeyer spin-up modell. The Wedemeyer model has been used by many
investigators 1 ,.'..16- 1 7. 1 8 to study spin-up from rest. In this model
the flow is split into two parts: the Ekman layer flow and the remainder

16P. D. Weidim, "On the Spin-Up and Spin-Down of a Rotating Fluid, Part
2. AMa8a'emwnte and Stability." .d. Fluid Mech., Vol. 77, Pt. 4, 2976,
pp. 709-735.

17P. D. Wei*nan, "On the Spin-Up and Spin-Down of a Rotating Fluid, Part
1. Extending the WMedwmdyer Model," J. ftuid Mpoh., Vol. 77, Pt. 4,
1976, pp. 685-708.

1011. GoZIer and H. Ranov, "lUnteady Rotating fl.w in a Cyginder with a

Fme pp.446eSJ Baaio 71%m'an. ASM, Vot. 90,, Series D, Deoember1968, pp. 445-464.
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of the flow. called the core flow. A partial differential equation for
the core flow is derived from an order of magnitude analysis of the
Navier-Stokes equations. In order to solve this equation, Wedemeyerpostulates a compatibility condition. or functional relationship between

the radial and azimuthal velocity components in the core, to approximate
the coupling between the core flow and the flow in the Ekman layers.

The radial mass flow rate in the Eksan layer. at a given radial lposition,
proscribes the core radial velocity by conservation of mass. Wedemeyer
developed his linear compatibility condition by interpolating between
known results at t • 0 and -; it can be illustrated as shown in Figu C
11. lie assumed that this condition was valid as long as Re 4 3 x 10
and the Ekman layer remained laminar. Severalinvestigators 9 ,16,17,18
Shave used Rogers and Lance's numerical solutions", for the laminar
boundary-layer flow on an infinite rotating disk, in an attempt to con-
struct a more accurate "non-linear" compatibility condition. These
solutions, for various ratios of the outer flow-to-disk rotation rate,
have been utilized to produce the non-monotonic compatibility condition
shown in Figure 11. Weidman 1 6 ,1 7 used the Rogers and Lance compatibility
condition together with the Wedemeyer model and found that the non-
monotonic behavior of the compatibility condition led to unrealistic
double-valued solutions for azimuthal velocity. Since it is apparent
from Weidman's results that the Rogers and Lance compatibility condition
may be inappropriate for the spin-up problem, we have attempted to use
the present numerical technique to quantify the Ekman layer mass flow
rate during spin-up and investigate the degree of applicability of both
the Wedemeyer and Rogers and Lance conditions.

In order to determine the instantaneous outward radial mass flow at
a particular radial position along the endwall we had to adopt a defini-
tion for the "boundary-layer" edge in the Navier-Stokes calculations,
We define this edge, 6, to be the last axial position away from the end-
wall where u passes through zero. The numerical results show u passes
through zero only once in the interior at a particular radial position
utiless there is a temporary reversed flow region(s) present at that
radial position. A typical radial velocity profile obtained from the
Navier-Stokes solutions is shown in Figure 12 and compared with a
corresponding Rogers and Lance boundary layer result for a non-rotating
outer flow (the Von Karman problem); the core flow above the Ekman layer
was not rotating for t * 8.3 and r u 0.76 in the present calculations.
The two results in Figure 12 are almost identical as they should be
according to the Wedemeyer model. The small differences are probably
due to the fact that u does not asymptotically approach zero at the
edge of the Ekman layer for spin-up in a finite cylinder. The Rogers
and Lance calculations, on the other hand, impose this asymptotic
behavior as a boundary condition.

19N. H. Rogers and o. m. Lmnc, "e Rotatiowltif Symmstr•io Flow of a
vieooaa flhd in the Prsewoe of an InI'ftinto Pbtatiuig Disk,"M Fli
Neoh., Vot. 7, Pt. 4, April 1980, pp. 817-631.
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For pu rposes of the present comparison. the nondimensional kinan
l.,"er radial MIss flow rate, Ah, is determined from the numerical results
tusitig the relation

rn~ /er; (21)

where 4't represents the value of Y at z - 6, for a specified radial o
pos it i o, Te value of v at 6 is used to define the local value of
v/r for comparison with the comp~atibility conditions in Figure 11. Both
It• atd v- are obtained from the numerical results by linear interpolation.

'Figure 13 shows tyl)ical numerical results for i as a funttion of v/r.S i.: alues for ci k , e-9741.(i are plotted for three radial positions avid

various values of t, indicated by the numbers adjacent to several points.
A -cording to these calculations the lEkman layer forms during approxi-
m•tely the first cylinder rotation, t - 2t; thereafter, it monotonically
decays as t and v/r increase, The data in Figure 13 were obtained using
results from 21 x 21 and 41 x 41 grids, together with Richardson quad-
ratic extrapolation-, to approximate results for zero grid size. The
validity of this approach was partially affirmed by approximating A by
the first two terms of c series

II M + b (Atli) +
i 0. -) " (22)

where Ao, b and i are unknown constants and i. represents the value of
.obtained with a particular grid size At., •muerical results for A6i

-0,100. 0 p050 and 0025 were used to determine the three constants
in Equation (22) for representative r and t. The results show that
1.9 < i < 5.7, indicating that the actual variation is no more extreme
than that given by Richardson's result with t - 2. The results in
Figure 13 arc typical of those for calculations parformed over the
parameter range 1 g ( 4.4 and 405 g Re ( S x lOs. The complete set
of numerical results, together with grid convergence studies performed
for . - 1, Re * 1000, 9741.6 and 5 x 104, supports the following con- j

D, clusions:

a. the lkman layer mass flow at a given radial position decreases
S4nootonically as v/r and t increase for t b 2r;

b. there is no unique compatibility condition that is valid in an
* exact sense for all a, Re, r and t;

c. a new compatibility condition can be constructed that gives a
better approximation to the present numerical data than either the
Rogers and Lance or the Wedemeyer compatibility condition.

• ~35

7 ~w-,.-.'.-



0.5
24 224

S~r

272 a 0.220
0.4 A 0.773

0 0.912
3360.3 3

7108

021

*0.127

0
0 0.2 0.4 0.6 0.8 1.0

vIr

Figure 13. Ekman layer radial mass flow predicted
for a - 2, Re - 9741.6 usiltg Richardson
extrapolation.

JI
636

" mo



I4!
11%e data for I 4 ý 4,4 and 405 4 Re 4 5 X 104 have been used to

f.develop a new compatibility condition and to determine its error. It
was constructed by expressing the average value of i at r a 0,5 as a
funtction of (vl/r). A simple monotonic* function that approximtates the
numerical data is

?2

(.443/9)(16 -v/r) 24 lv/r) 2 + 91 for 0 4 (v/r) < 0.75

(.443) 1I - iv/r)l for 0.7S 4 (v/r) < I,

It is plotted in Figure 14 and compared with the Welemeyer and Rogers
and Lance conditions. In general, the calculated m is larger than pre-
uicted by Uquation (23) for r 4 0.5 and smaller for r > 0.5; this trend
is apparently due to a radial variation in ; caused by the presence of
the sidewall. The curve described by Equation (23) falls between the
Wedemeyer and Rogers and lance curves for 0 < v/r < 0.75 and is coincident
w•ith the Wedemeyer curve for 0.75 < v/r < 1; it has a continuous first
derivative over the interval I0,ll. The shaded band represents the
maximum "scatter" present in the numerical data for t > 2r, I < a C 4.4,
405 < Re < SxlO4 . For 0 < t < 2r the mass flow is less than that in-
dicated by the shaded band for a given (v/r); this early time behavior is
not described by Iquation (23 and is outside the scope of the Wedemeyer
theory. Note that iquation (23) is not fitted to the center of the

shaded band; rather, it is purposely fitted to the r a 0.5 data to weight
the results toward the center of the endwall and attempt to make it
equally valid for r : .5 and r " .5. A curve fitted to the center of
the shaded band would weight the results toward the sidewall where the
radial variation in 6 is most pronounced. This would result in a rela-
tively poor approximation to ; near the center of the cylinder. It
should be noted that the adoption of the compatibility condition given
by Equation (23) leads to errors in the nondimensional mass flow rate

f" predicted at a given r and t (and hence the core radial velocity in the
Wedemeyer model) of as much as approximately 20% of the maximum value,
0.443. This rather large error is inherent in any compatibility con- 4
dition that neglects the radial variation of mass flow. We expect that
the compatibility condition given by Equation (23) should be equally
valid for a > 4.4 and Re > SxlO as long as the Ekman layer remains
laminar. A compatibility condition appropriate for a turbulent Ekman
layer cannot be developed using result:.i from the present numerical
procedure.
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VI I I CONCIUIS IONS

A predictor-corrector mult iple- iterat ion method has been corbilned
with the Caus.-Seidel iteration technique to produce an accurat.e and
efficient numerical procedure for solving the unsteady Navier-Stokes
euat ions. Test calculations for spin-up in a cylinder were shown to he
consistent with previous calculations and/or experimental measure-
Ment l. Computations carried out for 0.5 4 'a 4 4.4 and 205 < Re 4 50.000)
showed that coordinate t ransformat ions could he used to simultaneously
resolve details of Ibth the interior and boundary layer flows using a
moderatc, number of grid points. These calculations demonstrated the
presence of inertial oscillatin'ns and temporary reversed flow regions
along the sidewall during spin-up from rest. Computational experiments
have been performed to determine the radial mass flow in the endwall
Fkuinan layers during spin-up and investigate the accuracy of compatibility
Sconditions used in the Wedemever spin-up model. A new compatibility
condition has been developed based on the results of this numerical
s tuldy.
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APIliNI)IX A

"IRANS:ORHII) INQUAT!ONS AND BOUNDARY CONDITIONS

The Nalvier-Stokes equations, Equations (1) - (3), and boundary

.onditions. Uqutilons (I1). are transformed from the (r.z) physical

plme to thr' (1.r) computational plane using the analytical transforma-

tionf' give.n by EIquations (12). The transformed governing equations are

': a -l (rr Br/r) - r nz in

S[Re zz a r nz Y8/r]
N.

* Re' , (8') 2 _ W)* Ynn. (A-I)

t~•[Rel (Sr r/r) " ~ zv/rj '
~ %IR& ~r,. r B/)r 'z n

* [Re" * + r n: n ' /ri
z8

-' 3
* Re- ((III)' r. (n')1 n * 2 y' n /r

.- Re /r n* Y /rj * (A-2)

• r W1 zz n r

wh 11/yr Br - Brr/(~r)'I V (A-3)

where

- 2b1I•h * r) (b - r)ln ((b P P/(b - 01)) , (A-4)
r

rr - 2rSr/*(b r) (b- r), (A-S)irr r

Sa 2c/(1•(c * z/a - l)(1- 1 I) In ((* l)/1 - ll, (A-6)

*z 2(z/l - 1) n/I[ - l - l)(+ 1)l. (A-7)
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I wjtl~wh (1 - )" -1"
SThc t raist'ornwd hotuidary condit ions become

t~t. 0, ri) a ,it, 0, ,1 - er,(t. 0. n) - 0, (A-8)
iV

ytt¾ 0) - O(t, I 0) j r, (A-(.) ',

iI,!

tt, g, 0)) •, •(t, V O) Ir•, (A-13)

w~he re

r (t, , /) - it , -) /ni(t , 1) - O, (A-l4)
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AIPEI.Nl)I X B

FIN UIT -1D) FFERhINCl EQUATIONS

The finite-difference approximations given by Equations (13) form

the basis of the finite-difference equations representing Equations (A-1)
and (A-2). Uncoupled linear difference equations are constructed with
the PC41 method by approximating Y and Y in Equations (A-i) and (A-2)
and ) and -v W in Equation (A-2) as inown constants, specified from either
the extrapolated value or the value calculated at the previous iteration
level. The coupling between equations and the nonlinearities of
individual terms are approximated by the multiple-iteration process
which updates t. T* I - and I_ at each subsequent iteration level. In
the present dif erence procedare, station (*1..j.k) in Figure 3 is calcu-
lated from known information at stations (i+l.j.k-l). (i+lj,k~l),
(i.jk) and (i-l.j.k). Stations (i~l.j-I.k) and (i~l~j.l.k) are treated
as unknowns, resulting in a tridiagonal system of equations for Equations
(A-I) and (A-2). The )-difference equation is given by the tridiagonal

il alj li*lj.I-.k " bj Yi*i~j~k C Clj "fi*l j~lak dlj ; (B-1)Sm~l .h m÷! c13

where

a -(ii - /r)/Re - Y •' /rj/(2A$) (a /A.)2/Re. (B-2)1j rr r z r ii r

Sblj V/ ,t) * 2 [(Ar/ lA)'+ (nj/An)'/Re. (B-3)
lj r

clj lJ - (B/AB)2/Re. (B-4)

i
d. -i -f r

dl/ (4 Y%• , (21/(2t)j di,) .k Y -! j.k

S. (m) Y(m) )(ti /Re ,nz 6 T ir)/(2•n)

(in) 2lJ.k-! Y i j.,k-I B S
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The (-difference equation Is given by the tridiagonal system

(..l)0*) (0+1)da 2j +t .ljk 2hj lljIlk cdj; -

whe re

a 2j -alj + Or/(r AO Re), (B-7)

2
b2j • b * (+/Re - n Y Vn )/r (B-5)

c2j M Clj - 2 sr/(r Re). (5-9)

d (4 ti - i-jk)/(2At)

+ . . tm ) (i )" t*il,j~k~l " i~l.j.k-l) (n ZZ/Re n nz e r T 8;(2n

" "iljkl + - (n zl / )/Re

(, !m) (n) Y(a) )(n lAn)ir.

"* t j.k) (iI.J.,k~l " ,j'k-I

The finite-difference approximations given by Equations (14) form
the basis of the finite-difference equations representing Equation (A-3).
The quantity c in Equation (A-3) is specified from either the extrApolated
value or the value calculated at the most recent t-iteration level. In
the Gauss-Seidel procedure used to solve Equation (A-3), station
(il,j,k) is calculated from known information at stations (il.1j-l,k),
(i~l,j~l,k), (i.l,jk-l) and (i*Ij,.k~l). The Y-difference equation is
given by

,(m.l) . (( • J(l ,k)(OrlA8)

,( ) (m1) )

i(l +lJ.kl i+.1j,k-00 z/an)

*•(•m i~ ~.l . (m~l) . r)( S

.• i*lJ*l,k T"i.J-l,k)(Brr ar/r)/(2 AS) (Cont'd)
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it Iti ld-

÷~) Ail) (~l
'~lj A*l" iljk)(zz( A)

r •i ,j { ( r/Ati)" 2(n /An•)'] ;{ -

•- !i' where Til) and Y!~-l are both known qulantities Jut, to the

order in which the calculations are performed.

The difference equations shown in this Appendix are solved using

the numerical procedure described in Section Ill.
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LIST O SYMBOLS

cylinder radius

b,ht° 0  constants in lEquation (22)
: b$Cld,c coordinate. transformatiton constants

c cylinder half-height

LEk ikman number I.- v/(;C)I

i time subscript

- j radial subscript

k axial subscript

0 t-iteration superscript

a m nondimensional lUkman layer radial mass flow rate

n Ir-iteration superscript

r,R nondimensional and dimensional radial coordinate

Re Reynolds number I- W a-/vl

St,T nondimensional and dimensional time

uvw r,). : nondimensional velocity components

nondimensionat and dimensional axial coordinate
,• cylinder aspect ratio in c/a]

transformed radial coordinate

nondimensional and dimensional circulation

Ekman layer edge

C iteration convergence criteria

nondimensional and dimensional vorticity
transformed axial coordinate

azimuthal coordinate

Sv liquid kinematic viscosity

nondimensional and dimensional stream function

I final cylinder rotation rate

i initial cylinder rotation rate

SAn grid sizes in a and n coordinates
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USER EVALUATION OP REFPORT

Please take a few minutes to answer the questions below; tear out
this sheet and return it to Director, US Army Ballistic Research
Laboratory, ARRADCOM, ATTN: DRDAR-TSB, Aberdeen Proving Ground,
Maryland 21005. Your comments will provide us with information
for improving future reports.

1. BRL Report Number

o2. oes this report satisfy a need? (Comment on purpose, related
project, or other area of interest for which report will be used.)

3. How, specifically, is the report being used? (Information
source, design data or procedure, management procedure, source of
ideas, etc.)

4. Has the information in this report led to any quantitative
savings as far as man-hours/contract dollars saved, operating costs
avoided, efficiencies achieved, etc.? If so, please elaborate.

S. General Comments (Indicate what you think should be changed to
make this report, and future reports of this type more respon:'ive
to your needs, more usable, improve readability, etc.)-

6. If you would like to be contacted by the personnel who prepared
this report to raise specific questions or discuss the topic,
please fill in the following information.

Name: __

Telephone Number: __
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